Fusion of Hand-crafted and Deep Features for Empathy Prediction
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Abstract—We propose an approach to the OMG-Empathy Challenge for predicting self-annotated, continuous values of valence within the range [-1,1]. We propose the fusion of hand-crafted and deep features, extracted from both actor and listener data, to predict these valence levels. The hand-crafted features include image level fusion, facial landmarks, and spectrogram features. Our proposed fusion approach can utilize multiple parts (i.e., sub-modules), specifically utilized for the generalized track, leading to unique submissions to address the challenge problem. First, both actor and listener images are fused at the image-level. Secondly, facial landmarks from both the actor and listener are fused into one feature vector which is then used to train a random forest for prediction of continuous valence levels. Finally, we use a weighted fusion of the predicted values from both hand-crafted and deep features. We show competitive results on the OMG-Empathy challenge validation set.

I. INTRODUCTION

When analyzing human intelligence, emotion is a necessary and important aspect to study [14]. Considering this, the field of Affective Computing [17], especially emotion recognition has been gaining in popularity in the past two decades. Many of these works have focused on posed expression [20], [19], however, more recently large-scale, multimodal datasets with spontaneous change in emotion have become available [25], [23], [24]. These new datasets have allowed for comparisons between emotion recognition with posed and spontaneous data. Fabiano et al. [8], found that 3D facial landmarks are a suitable modality for recognizing emotion in both, however, the statistically important landmarks were found in different areas of the face. In posed data, they are mostly near the mouth, while there is a more balanced set of important landmarks found in the mouth and eye regions with spontaneous 3D data.

Recent works have been successful in using both images and audio to recognize emotion. Liu et al. [12] investigated facial expressions using a deep belief network to perform feature learning, selection, and classifier construction. They did this iteratively using a unified loopy framework. Dhall et al. [7] conducted the Video and Image-based Emotion Recognition Challenge in the Wild (EmotiW2015). This challenge made use of the Acted Facial Expression in the Wild 5.0 [6], and the Static Facial Expression in the Wild 2.0 [5] datasets that contain audio and image data, to mimic real-world condition for emotion recognition. Subramaniam et al. [16], recognized human personality traits such as extraversion, agreeableness, conscientiousness, neuroticism, and openness. They trained a deep neural network on temporally ordered audio, as well as stochastic visual features. Zhang et al. [22] learned affective features by producing audio-visual features from a CNN and 3D-CNN. They then fused these features to train a deep-belief network. This network is trained to learn a discriminative audio-visual representation. Recently, an application, that can be run on a variety of devices (PC, tablet, phone), was developed showing that the fusion of audio and video can be effectively used for ubiquitous emotion recognition [10]. This work fused cropped face images, with raw audio signals that were plotted on the 2D image plane. The fused data was then used to train CNN for predicting emotions such as sad, and happy.

While the above works have focused on recognizing personality traits and emotions such as sad, happy, surprise, anger, disgust, and pain, a complementary problem is the continuous prediction of spontaneous affect in the arousal-valence space. Nicolaou et al. [13], detailed one of the first works to fuse face, shoulder gestures, and audio to predict continuous emotion. They showed that, on average, a Long Short-term Memory network outperformed Support Vector Machines for Regression for this problem. Using a feature-based approach, Wagner et al. [18] used physiological signals collected from a musical-induction to classify positive/negative arousal and valence levels. Greco et al. [9], used clustering algorithms, on electrodermal signals, to discern arousal and valence levels induced by sound stimuli. The sound stimuli were taken from the International Affective Digitized Sound dataset [2].

In this paper, the focus is on the valence space, specifically the prediction of continuous valence levels from video and audio in the OMG-Empathy challenge dataset [1]. This challenge consists of two tracks: (1) generalized, and (2) personalized - we submit to both tracks. For this challenge, we propose the fusion of hand-crafted features (image-level, facial landmarks, and spectrogram features), along with deep features from the images of the actors and listeners (Fig. 1). Our proposed approach fuses data at 3-levels: image-level; facial landmarks; and hand-crafted and deep features. Using this approach, we show competitive results, on the validation set. Our contribution can be summarized as follows:

1) We propose the fusion of hand-crafted and deep features for predicting empathy. This approach includes sub-modules that can be used as a single approach to predicting empathy.

2) We detail the results for 3 submissions for the generalized track of the challenge, and 1 submission for the personalized track of the challenge. Each submission details a sub-module of our fusion approach.

3) We obtain competitive results on the validation set for
the OMG-Empathy dataset, for both the generalized and personalized tracks.

II. METHOD

We propose the fusion of hand-crafted and deep features extracted from both actor and listener data. Each of the feature types along with the dataset used to extract the features is detailed below.

A. Dataset

The One-Minute Graduate Empathy Prediction Challenge (OMG-Empathy) is meant to be a guide for the creation of empathy prediction models. To facilitate this, the dataset contains 80 videos that involve a semi-scripted talk that includes both an actor, as well as a listener. In total, there are 8 stories: (1) Childhood friend; (2) starting a band; (3) relationship with dog; (4) bad flight; (5) traveling adventure; (6) cheated on exam; (7) won martial arts contest; and (8) ate bad food. The actor was free to improvise these stories as they saw fit. Due to this, the length of each of the videos is not consistent. On average each story/video is 5 minutes and 12 seconds long. After the conversation between the actor and listener was finished, the listener watched the video and rated how they felt giving the ground-truth valence levels in the range of negative one to positive one. For the challenge, the dataset was pre-separated into training, validation, and testing sets.

B. Hand-crafted Features

For our hand-crafted features, we extracted facial landmarks from the actor and listener images, and spectrogram features from the audio signals. Details on both are given below.

Facial Landmarks. We used a pretrained facial landmarks detector [11], [15] to identify 136 landmark coordinates (x, y) of the face representing eyes, eyebrows, nose, mouth and jaw of subject (Fig. 1). We extracted 68 (x, y) pairs of points, given its success on solving many other affective computing problems [15], from the images of both actor and listener, and used the raw x and y coordinates to train a random forest regressor [3] to predict valence levels.

Spectrogram Features. Generally, spectrograms are used to visualize the strength of frequency over time, however, we extracted spectrogram features [26] to determine how the changes of frequency over time, through actor and listener conversation, impacts the listener’s empathy. In order to get features for 25 frames per second of we segmented the audio time series with a specific length. Each specific segment produces 366 features. As the audio has two channels, the 366 features represent the combination frequencies of two channels per frame. These features are used to facilitate the prediction of empathy (Section II-D).

C. Deep Network and Features

We used a convolutional neural network (CNN) in our submissions for both tracks. The CNN (Fig. 1) has 8 convolutional layers and 3 fully connected layers, with the Adadelta optimizer [21] used along with RMSE for the error. For the personalized track, the output of the network was a single neuron. For the generalized track, two submissions were made using our CNN. First, similar to the personalized track, the network has an output of a single neuron. Second, 256 deep features were extracted that were combined with the hand-crafted features to train a random forest.

D. Fusion Techniques

Our proposed fusion approach allows for unique submissions to the challenge. Each of the fusion approaches (i.e. sub-modules) are detailed below.

Actor and listener image-level fusion. Our CNN is trained with fused images of both the actor, on the left and the subject on the right. Both the actor and subject images are cropped to $100 \times 100$ and image-level fusion [4] is performed on both to create a new image of size $200 \times 100$ (Fig. 1). Subsequently, the new image of size $200 \times 100$ is used to train our CNN. We have chosen this type of fusion, compared
to fusing the 2 images at the fully connected layers, as it has been shown to be effective when changes in pose are found in the data [4].

**Actor and listener facial landmark fusion.** We extracted 136 facial landmark features from actor and listener (68 landmarks each), and then we fused the landmarks as:

\[
FL = (xa_1, ..., xa_N, ya_1, ..., ya_N, \\
x_1, ..., x_N, y_1, ..., y_N),
\]

where \(xa_i\) and \(ya_i\) are the \(i^{th}\) facial landmarks (x, y) from the actor, \(x_i\) and \(y_i\) are the \(i^{th}\) facial landmarks (x, y) from the listener, and \(N = 68\) (total number of landmarks).

**Weighted fusion of valence levels from deep and hand-crafted features.** We trained a random forest on fused spectrogram features, facial landmarks, and deep features extracted from our CNN, to predict valence levels. These features were fused as:

\[
\text{multimodal fusion} = (SF_1, ..., SF_{sn}, FL, \\
DF_1, ..., DF_{dn}),
\]

where \(SF_i\) is the \(i^{th}\) spectrogram feature (Section II-B), \(FL\) is the fused landmark feature vector (Equation 1), \(DF_j\) is the \(j^{th}\) deep feature (Section II-C), and \(sn = 366\) (total number of spectrogram features) and \(dn = 256\) (total number of deep features).

Given the valence levels from this fusion, along with the valence levels obtained from our CNN, to obtain our final valence levels, we took a weighted fusion of these 2 sets of valence levels as:

\[
V_i = \frac{(w \times f_{vi}) + dv_i}{2},
\]

where \(w\) is the weight, \(f_{vi}\) is the \(i^{th}\) predicted valence level of the fused features (Equation 2), and \(dv_i\) is the \(i^{th}\) predicted valence level from our CNN. We have empirically found that a weight of 2.5 is sufficient for a strong weighted fusion, which we used in our submission.

### III. SUBMISSIONS AND RESULTS

#### A. Personalized Track Submission

For the personalized track, we adopt a non-fusion-based technique. First, each listener image (training data) is cropped to 100 x 100 around the face of the subject. We then train our CNN (Section II-C) on each listener separately (e.g. create a deep model for each listener). The valence levels are calculated directly from the CNN (i.e. single neuron output).

#### B. Generalized Track Submissions

The generalized track includes the following submissions:

1) Valence levels are calculated by our CNN using the image-level fusion of cropped actor and listener images.

2) Valence levels are calculated by a random forest (RF) that is trained on fused facial landmarks of the actor and listener.

3) Valence levels are calculated from the weighted fusion of valence levels calculated from the image-level fusion of the actor and listener, as well as the valence levels calculated from the fusion of deep-features and hand-crafted features.

#### C. Results

As can be seen in Table III, the proposed approaches to our 3 submissions perform comparable to the listener baseline, while outperforming the actor baseline results on the validation set. Calculating the valence levels directly from the CNN on the fused actor and listener images resulting in the highest CCC score of 0.10. While the proposed weighted fusion method achieved a lower CCC score compared to the...
CNN, it shows comparable results to the baseline, showing significant improvement over the actor only baseline (weighted fusion contains features from both listener and actor). These results are encouraging, showing the power of fusing both the listener and actor.

As can be seen in Table IV, the fusion of the facial landmarks from the actor and listener achieved the highest CCC score at 0.04, however, the proposed weighted fusion of valence levels calculated from hand-crafted and deep features, performed comparatively well with a CCC score of 0.03. It is interesting to note, that while the image-level fusion performed the best on the validation set, it showed the worst performance of the three submissions on the testing set achieving a CCC score of -0.03. This can partially be explained due to the inaccurate cropping of faces, especially the actor images attributed to 1. Motion blur, 2. Actor looking in different directions and 3. Placement of the subject camera close to the actor. More images were incorrectly cropped in the testing set (e.g. the face was not found in the image) compared to the training and validation sets. An example of incorrect cropping, of the actor, from the testing set, can be seen in Fig. 2.

As noted in Section III-A, our submission for the personalized track consisted of cropped facial images of just the listener. The results shown in Table I are encouraging, showing the fusion of actor and listener images can be used to predict continuous level of valence. The results shown in Table II are also encouraging, showing similar prediction of continuous levels of valence with cropped facial images of just the listener. It also suggests that the listeners exhibited varying levels of expression in the collected videos, as there is a range of CCC scores across each subject. For example, Subject 3 achieved the highest personal CCC score with 0.15, and Subject 7 had the lowest with -0.06.

IV. CONCLUSION

In this paper, we have detailed our submission to the One-minute Gradual Empathy Prediction Challenge (OMG-Empathy). We proposed the fusion of hand-crafted and deep features that were extracted from actor and listener data from the supplied training, validation, and testing sets. The proposed fusion approach can be used in single sub-modules, which allowed us to make unique submissions to the challenge for the generalized and personalized tracks. We made 1 submission to the personalized track, where a CNN was trained on cropped facial images of only the listener, achieving competitive results. For the generalized track, we made 3 unique submissions: (1) image-level fusion of the cropped actor’s and listener’s faces; (2) fusion of facial landmarks from both actor and listener; and (3) weighted fusion of valence levels calculated from the spectrogram, image-level fusion of actor and listener, and deep features, as well as valence levels calculated from image-level fusion of the cropped actor and listener using CNN.
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