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Abstract

The past decade has witnessed a significant progress in biometric technologies, to a large degree, due to the availability of a wide variety of public databases that enable benchmark performance evaluations. In this paper, we describe a new database that includes: (i) Rotating head videos of 259 subjects; (ii) 250 hand-drawn face sketches of 50 subjects. Rotating head videos were acquired under both normal indoor lighting and shadow conditions. Each video captured four expressions: neutral, smile, surprise, and anger. For each subject, video frames of ten pose angles were manually labeled using reference images and empirical rules, to facilitate the investigation of multi-frame fusion. The database can also be used to study 3D face recognition by reconstructing a 3D face model from videos. In addition, this is the only currently available database that has a large number of face sketches drawn by multiple artists. The face sketches are valuable resource for many researches, such as forensic analysis of eyewitness recollection, impact assessment of face degradation on recognition rate, as well as comparative evaluation of sketch recognitions by humans and algorithms.

I. INTRODUCTION

The importance of having public datasets to allow for performance evaluations of existing biometric systems and to stimulate the development of new algorithms has long been recognized in biometrics community, as exemplified by the FERET tests [1, 2]. Since then, a considerable amount of efforts has been devoted to building more databases. Some of the noticeable projects are: Face Recognition Grand Challenge [3], Iris Challenge Evaluation [4], Notre Dame Biometric Database [5], Fingerprint Verification Competition Database [6], USF Gait Dataset [7], CUHK Sketch Database [8], CMU Multi-PIE Database [9], NIST Mugshot Identification Database [10], and many others (see [11] for descriptions). Some of the new databases can be found in [12]. One of the trends is that the size of a database is becoming increasingly larger. For example, a database with an enrollment of over 100 subjects is common. Another trend is that databases have become more diversified, often with a focus on a special type of imaging sensor (optical devices, infrared cameras, or 3D laser scanners), a particular biometric feature (fingerprint, face, ear, iris, or gait), or an application domain (data security, access control, health care registration, or forensic investigation).

The database presented here includes two unique types of data: (i) Rotating head videos with strong shadows; (ii) Hand-drawn face sketches. In addition, video frames of ten face pose angles were determined manually using the Reference Images and empirical rules. Although the initial motivation of building such a database is to study multi-frame fusion for video-based face recognition and quantitative assessment of sketch effectiveness in criminal investigations, the database is useful for a wide range of research topics.

In video-based face recognition, experiments have shown that multi-frame fusion is an effective method to improve the recognition rate [13, 14, 15]. The performance gain is probably related to the use of 3D face geometry embedded in video sequences. However, it is not clear how the inter-frame variation has contributed to the observed performance increase. Will the multi-frame fusion work for videos of strong shadows? Can we find an upper-bound of multi-frame fusion by exploring the connection between the shadow areas on a face and its 3D pose? How many frames are necessary for maximizing the recognition increase without incurring a heavy computational cost? To address these issues, a set of rotating head videos is needed.

Face sketches are used by law enforcement agencies to identify and capture fugitives and suspects. Face sketches can be drawn either by a trained police artist or using a composite software kit [16, 17, 18]. Both types of sketches have been studied in the context of searching or matching a sketch to a subject’s face in a database of photos or mug-shots [8, 19, 20, 21, 22]. However, we are not aware of any public database that consists of a large number of sketches that were drawn by multiple artists. Such a sketch database is essential for advancing the state-of-the-art in the fields of forensic arts, human visual perception, cognitive psychology, as well as 3D sketch reconstruction and recognition.

II. DATABASE OVERVIEW

To meet the needs of various research projects, videos and images in the database are presented in three formats: (i) Video clips; (ii) Video frames of ten pose angles; (iii) Scanned sketch images. The database structure for a subject in a single collection session is illustrated in Fig. 1.
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Each subject has at least two video clips, one being captured under a normal indoor lighting condition and the other being captured with strong shadows (if a subject enrolled in two collection sessions, he or she would have four video clips). Each video clip contains five segments that correspond to four facial expressions and a 90-degree head rotation sequence. All video clips were broken into individual frames. For a rotation sequence, frames of ten pose angles were determined manually (0°, 10°, 20°, ..., 90°). A face sketch was drawn using a frame that has a frontal face with a neutral expression.

III. DATA ACQUISITION

A. Rotating Head Videos

Videos were obtained in an indoor environment with two illumination conditions: normal indoor lights and strong shadows (see Fig. 2). Shadows were created using a headlight that was projected toward one side of a subject’s face. A Canon XL1s digital camcorder was used, with a default capture rate of 30 frames per second. The resulting video frame resolution is 720 x 480 pixels. The acquisition protocol is as follows: (1) Prior to the first collection, all participants signed a consent form; (2) During an acquisition session, a subject was seated on a rotating chair facing the camcorder, with a blue curtain background. The distance between the camcorder and the subject was about 4 feet; (3) Under a normal lighting condition, the subject was instructed to open his or her mouth slowly twice; (4) The subject then showed four expressions: neutral, smile, surprise, and anger; (5) The subject slowly rotated his or her body by 90 degrees, from the frontal view to the profile view; (6) After the lighting condition being switched to strong shadows, steps 3-5 were repeated. It took about 5 minutes for a subject to complete a session.

B. Frame Selection

To quantify how the inter-frame variation of a head rotation video affects the performance of a multi-frame fusion, it is necessary to know face pose angles in frames. Determining a face’s pose angle can be done automatically or manually. An automatic method utilizes the geometric relationship between a head rotation degree and the projected nose position in a frame to calculate the face pose angle [13]. But an automatic method requires that a subject kept his/her head and upper-body strictly along a vertical axis during a rotation, a condition that was not always satisfied in video collections. A manual method relies on human volunteers to select a frame in which a face has a desired pose angle. Although a manual method is tedious and time consuming, it has the advantage of being able to handle non-ideal videos. To minimize the errors and uncertainties caused by human bias, we used the Reference Images and a set of empirical rules to guide the selection process, as being shown in Fig. 4 and Table I.
The Reference Images were taken when a subject sat in a chair that had a preset rotation degree (a head rotation degree can be regarded the same as a face pose angle, if a subject did not tilt or lean his/her head during a rotation). We acquired the Reference Images of three subjects with ten pose angles, from the frontal view (0 degree) to the profile view (90 degree), with a 10 degree increment. Using these images, we summarized a set of empirical rules that characterize ten pose angles in terms of the visibility and relative positions of several facial features, including ears, eyes, nose, and cheek line (Table I).

For example, to select a frame that has a 20° face pose angle, a volunteer would compare a few candidate frames to the corresponding Reference Images of 20° in Fig. 4, and then pick the best one. In case that some frames have non-ideal properties (faces were covered by hairs, subjects leaned forward or titled backward in a rotation, faces had shadows or features of unusual sizes and shapes, etc.), a volunteer can resort to the empirical rules to make a decision.

Two student volunteers performed the frame selection, with each volunteer processing all video clips independently. Their results are quite consistent in terms of the frames being chosen for a particular pose angle, which is also confirmed by two statistical similarity measures (see Section IV-B).

C. Drawing Face Sketches

50 subjects were randomly selected from the database. For each subject, a frame that shows his or her frontal face of a neutral expression under a normal lighting condition was used. The color frame was then converted into a grayscale photo to be used for sketch drawing.

Five trained artists took part in sketch drawing sessions. All of them have at least 3 years of college-level education and multiple years of experiences in figure drawing, painting, sketching and sculpting. Prior to the first drawing session, all artists attended a forensic art workshop given by a police sketch artist from the Ohio Bureau of Criminal Identification and Investigation.

The sketches were drawn on Bristol papers. They were then scanned to digital images with a resolution of 100 dpi. For each subject, both the sketch of original size and the sketch of normalized dimension using eye coordinates are provided. A few normalized sketches are shown in Fig. 5.

<table>
<thead>
<tr>
<th>Angle</th>
<th>Reference Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td><img src="image1" alt="Reference Image" /></td>
</tr>
<tr>
<td>10°</td>
<td><img src="image2" alt="Reference Image" /></td>
</tr>
<tr>
<td>20°</td>
<td><img src="image3" alt="Reference Image" /></td>
</tr>
<tr>
<td>30°</td>
<td><img src="image4" alt="Reference Image" /></td>
</tr>
<tr>
<td>40°</td>
<td><img src="image5" alt="Reference Image" /></td>
</tr>
<tr>
<td>50°</td>
<td><img src="image6" alt="Reference Image" /></td>
</tr>
<tr>
<td>60°</td>
<td><img src="image7" alt="Reference Image" /></td>
</tr>
<tr>
<td>70°</td>
<td><img src="image8" alt="Reference Image" /></td>
</tr>
<tr>
<td>80°</td>
<td><img src="image9" alt="Reference Image" /></td>
</tr>
<tr>
<td>90°</td>
<td><img src="image10" alt="Reference Image" /></td>
</tr>
</tbody>
</table>

**TABLE I**

<table>
<thead>
<tr>
<th>Angle</th>
<th>Eyes and eyebrows</th>
<th>Nose, cheek and lips</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>Two eyes are of equal length.</td>
<td>Nasal tip is in the center of face.</td>
</tr>
<tr>
<td>10°</td>
<td>Left eye is slightly longer than right eye.</td>
<td>Nasal tip is slightly away from the center.</td>
</tr>
<tr>
<td>20°</td>
<td>Left eye is longer the right eye.</td>
<td>Nasal tip is aligned vertically with the corner of right eye.</td>
</tr>
<tr>
<td>30°</td>
<td>Right eye is on the edge of the face line.</td>
<td>Nasal tip is below the center of right eye.</td>
</tr>
<tr>
<td>40°</td>
<td>Half of the right eye disappears.</td>
<td>The nasal tip is close or on the cheek line.</td>
</tr>
<tr>
<td>50°</td>
<td>More than half of the right eye disappears, but with its eyelash and eyelid visible.</td>
<td>Nasal tip is across the cheek line that starts to disappear.</td>
</tr>
<tr>
<td>60°</td>
<td>Right eye almost disappears, with its eyebrows visible.</td>
<td>Cheek line disappears. Philtrum is visible.</td>
</tr>
<tr>
<td>70°</td>
<td>Right eye fully disappears, with its eyebrows barely visible.</td>
<td>Philtrum is barely visible.</td>
</tr>
<tr>
<td>80°</td>
<td>Right eye almost disappears.</td>
<td>Philtrum is barely visible.</td>
</tr>
<tr>
<td>90°</td>
<td>The upper eyelid of left eye is close to the top of the nose.</td>
<td>Philtrum is invisible.</td>
</tr>
</tbody>
</table>
IV. DATABASE STATISTICS

A. Subjects in Rotating Head Videos

Two video collection sessions were arranged, with a break of 40-60 days between the first and second sessions. Each session lasted for 6 to 8 weeks, depending on the number of subjects involved. A total of 259 subjects enrolled in the first collection session, of which 169 returned for the second session. Subjects came from Youngstown State University, primarily undergraduate students and a small number of faculty and staff members. The demographic information of participating subjects in terms of gender, ethnicity, and age are summarized in Table II, Table III, and Fig. 6.

In both collection sessions, male subjects accounted for about two-thirds of the total number of subjects, partially because that the majority of subjects were students from engineering and science departments. The distribution of ethnic groups is similar to that of the overall YSU enrollment. The age demographics are dominated by the younger groups, which is typical for a college population.

B. Selected Frames

To quantify the consistency between the frames selected by two volunteers, we computed two similarity metrics. The first metric uses an intensity-based correlation coefficient:

\[
\rho(A, B) = \frac{\text{Cov}(A, B)}{\sqrt{\text{Var}(A) \times \text{Var}(B)}},
\]

where \(\rho\) denotes the correlation coefficient, \(A\) is the frame of a particular pose angle selected by the first volunteer, and \(B\) is the frame selected by the second volunteer. The second metric computes the mutual information of two frames:

\[
I(A, B) = \sum_{a,b} p(a, b) \log \frac{p(a, b)}{p(a) \times p(b)},
\]

where \(I(A, B)\) is the mutual information of frame \(A\) and frame \(B\), \(p(a)\) and \(p(b)\) are marginal probability distributions, \(p(a, b)\) is the joint probability distribution, \(a\) and \(b\) are intensity values in \(A\) and \(B\), respectively. Table IV gives the percentages of frames that fall into four groups of metric values. It is clear that that the majority of frames selected by the two volunteers are very similar, as indicated by the high percentages of frames that have larger similarity values, though frames of shadows show slightly more disparities between the two volunteers.

C. Face Sketches

The demographics of subjects in sketches are summarized in Table V. Since those subjects were randomly selected (all from the first collection session), their demographic distributions show resemblance to that of subjects in videos.
V. EXPERIMENTS USING THE DATABASE

A. Multi-Frame Fusion

Several research projects using the database have been reported and more are currently undertaken. For example, in a recent study of using multi-frame fusion to improve face recognition in videos [13], it was found that, given the videos taken under a normal lighting condition, the rank one recognition rate increased from 91% with a conventional single frame method to 100% with a 7-frame fusion method (Fig. 7). More importantly, using the videos taken under a strong shadow condition, the rank one recognition rate increased from 63% with a single frame to 85% with a 7-frame fusion (Fig. 8). Although the fusion tests were done on image level to minimize the information loss, it can be expected that a score level fusion would achieve the same degree of improvement.

One possible explanation of the observed performance gain is that the 3D face geometry was encoded in the continuous intensity variation of a rotating head video sequence, and was picked up implicitly by the multi-frame fusion. More thorough investigations will be carried out to establish a quantitative connection between the inter-frame variation and the fusion efficiency. One related issue to be addressed is whether and when the performance of a multi-frame fusion method will reach a “plateau”.

B. Face Sketch Recognition

Face sketching has been used in criminal investigations for a long time, but it lacks the kind of scientific rigor that has been developed in other forensic techniques such as DNA testing or fingerprint matching. Although efforts have been made to design more accurate computerized face composite systems [23], relatively little is known about how to improve the validity and effectiveness of sketches drawn by forensic artists. This is partially due to the lack of a database of an adequate number of sketches.

To address those issues, we performed a comparative evaluation using 250 hand-drawn face sketches [24] (Fig. 9). The primary findings of the study are: (i) There exists a large inter-artist variation with respect to sketch recognition rate; (ii) Multi-sketch fusion can greatly improve the recognition performance; (iii) Humans show a better performance in recognizing face sketch of distortions (non-perfect sketches) than a PCA-based algorithm.

We plan to extend the face sketch project in two directions: (i) More forensically realistic sketches will be added to the database, i.e., the sketches that are drawn based on verbal descriptions of eyewitnesses. This type of sketches is more challenging for both artists and recognition algorithms; (ii) In addition to untrained volunteers, trained professionals will participate in sketch evaluations, such as psychologists who specialize in visual perception and cognition, experts in forensic investigations, as well experienced police officers.

C. 3D Sketch Modeling

3D face recognition has attracted much attention recently (see [25] for a comprehensive review and in-depth discussions). 3D faces have the advantage that they are less affected by the pose and illumination changes. Along the same vein, 3D sketch models reconstructed from 2D sketches may also improve sketch recognition rate.

To build 3D sketch models, we developed a new scale-space topographic feature representation approach to model the facial sketch appearance explicitly. We initially selected 92 key facial landmarks, and then interpolated them to 459 using a Catmull-Rom spline method [26]. From the interpolated landmarks, we used a 3D geometric reference model to create individual faces. The reference model consists of 3,000 vertices. Based on the topographic features
labels [27] and curvatures obtained from the sketch images, we then applied a spring-mass motion equation [27] to converge the reference model to the sketch topographic surfaces in both horizontal and depth directions [26]. This procedure was performed based on a series of numerical iterations until the node velocity and acceleration were close to zero. Such a mesh adaptation method was applied to sketch regions to instantiate the model. Fig. 10 shows an example of 3D sketch model constructed from a 2D sketch. The 3D model can be rotated to different poses that otherwise would be impossible with a 2D sketch.

Fig. 10. A 3D face sketch model that was reconstructed from a 2D sketch. (a) The original 2D sketch. (b) The 3D model adapted to the sketch. (c) The generated 3D wireframe model; (d-f) The 3D sketch model in different views (leaned forward, left, and right) with sketch textures.

VI. SUMMARY

In this paper, we describe a biometric database that consists of rotating head videos and face sketches. In addition to some commonly seen data types such as static frontal-view images and facial expressions, this database has three unique features: (i) Rotating head videos under a strong shadow condition were acquired. This type of dataset is more challenging and has implications for certain realistic tasks such as video surveillance and criminal investigations; (ii) Frames of ten poses angles per subject were manually determined. These labeled frames will facilitate the investigations of multi-frame fusion and model-based 3D face recognition; (iii) Sketches of 50 subjects by five artists were included. To our best knowledge, this is the only database that has a large number of hand-drawn face sketches by multiple artists. Because of these features, the database can be used for a wide variety of biometric researches.
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