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Abstract—With the large growth of Online Social Networks (OSNs), several privacy threats have been highlighted, as well as solutions to mitigate them. Most solutions focus on restricting the visibility of users' information. However, OSNs also represent a threat for contextual information, such as the OSN structure and how users communicate among each other. Recently proposed de-anonymization techniques proved to be effective in re-identifying users in anonymized social network. In this paper, we present Friend in the Middle (FiM), a novel approach to make OSNs more resilient against de-anonymization techniques. Additionally we evaluate and demonstrate throughout experimental results the feasibility and effectiveness of our proposal.

Index Terms—Online Social Networks, Security, Privacy.

I. INTRODUCTION

Online social networks (OSNs) have become a large success. With the increase of users’ privacy awareness, OSNs also start to generate privacy concerns, due to leakages of private information, unwanted viewers, etc. Some OSNs offer privacy controls that allow users to hide content or relationships from others in the network. However, the OSNs manager still have access to all published information. Hence, OSNs might share this information with target advertising partners and other third parties services. Several solutions were proposed to protect user’s data and personal information using privacy preserving mechanisms, such as restrict the visibility of user’s information: non authorized users or the OSN manager access only fake or encrypted information.

Most privacy solutions focus on content privacy (e.g. confidentiality of a message exchanged) rather than contextual privacy (e.g. privacy about information as the social network structure, or the fact the some users communicate among them). Even when the user identity is anonymized (VPSN [4]), recently proposed de-anonimization techniques has been shown to be effective to re-identify users. Thus, even when the user hides her real identity, contextual information as OSN graph can be leaked. This problem has clearly been shown to have a significant impact. In [18], [19], [20] authors present models and manage to de-anonimize users that are registered on different networks also based on its connections.

In addition, in [13] authors presented a way to classify the sexual orientation of a user based on user’s connections.

Our contributions. In this paper, we focus on contextual privacy, and we introduce a novel approach, named Friend in the Middle (FiM) to make it more difficult for an adversary to re-identify an anonymized user in a OSN. The main idea is that a OSN profile acting as “Friend in the Middle” helps other two users to be “connected”, while them not enjoying a direct connection from the OSN point of view. Furthermore, from the topological point of view, we consider the possibilities of connecting two profiles via only one or more FiMs. To assess and evaluate our proposal we perform different extensions to a real OSN dataset by applying varying FiM approaches to produce different datasets. Later we run experimental evaluations on those datasets where the outcome supports our claims on the feasibility of our approach.

Organization. In Section II, we discuss the state of the art for the problem we address in this paper. In Section III, we introduce the model considered for our study. Subsequently, we introduce the Friend in the Middle approach in Section IV. In Section V we provide a thorough experimental evaluation. Finally, we conclude our work in Section VI.

II. RELATED WORK

While OSNs become widely used by a relevant fraction of the world population, their security and privacy issues also come to the light. Avoiding the disclosure of information to non authorized users or to the OSN manager without the user willingness remains one of the important issues. Some researchers highlighted security issues due to vulnerabilities of the implementation of OSN. In [17] the authors described how an adversary can have access to information of a victim having a profile in Facebook, without the victim willingness to share information with the adversary. Others addressed attacks more inherently related to the nature of OSNs. In [14] authors addressed the problem of an adversary creating a profile with “cloned” information from an existing profile on the OSN. A more general problem of an adversary impersonating a victim has also been recently considered [5].

In general, solutions which aim to tackle the non authorized disclosure of information focus on: i) proposing new “privacy-aware” social network architectures, or ii) extending
the current OSNs with mechanism to restrict access to information. An example of the first type is Safebook [7], a peer to peer OSN that applies the concept of matrioshka to separate the data published among friends of the user, also referred as connections in this work. Solutions like FaceCloak [16], Scramble! [1], VPSN [4], and Hummingbird [6], extend current OSNs and allow users to protect confidentiality and integrity of their published data. We observe that the threat model considered in these works focuses on hiding the content to non authorized users, while not much attention has been paid to the contextual privacy: e.g. the fact the two users are connected, or that they are exchanging messages. The motivation for this work was that if a user is anonymized using mechanisms like [4], the user should not care whether his social network graph is known or they are known the peers with whom the user communicates.

Unfortunately, this is not the case! In fact, de-anonymization techniques [18], [19], [20] for social network have been also proposed. Hence, users anonymized with solutions as VPSN [4] might be easily re-identified. In particular, the work in [19] presents a general way to de-anonymize social networks on a large scale, based on auxiliary data that can be publicly crawled. The authors manage to map the nodes on an anonymized social network (Facebook) to a non-anonymized social network (LinkedIn)—the latter one being considered to be auxiliary data to which the adversary has access. The de-anonymization attack presented is done in two stages. First, on the input of the two network graphs, where one is anonymized and the other represents a non-anonymized subset. Then, the de-anonymization algorithm identifies $k$ nodes that are represented in both sets. Second, the algorithm propagates and assign scores based on the weight and importance of the node in the network. A recent work [10], also related to this technique, proposes a framework for the detection of multiple identities on social networks based on machine learning techniques that identify common patterns used by the users.

The aim of this paper is to propose a mechanism to make anonymized OSN stronger against de-anonymization technique. At a high level, the idea can be seen as a graph anonymization technique. Other techniques of this type has been already proposed for generic graphs. In particular, some of the solutions for graph anonymization are based on $k$- anonymity techniques [12], [22] that aim at having for different nodes a similar number of links. Other approaches like [21] address the problem by removing and adding nodes to the graph. Those solution techniques require a topology change of the OSN graph. In the other hand, our solution can be applied to any existing OSN and does not rely on $k$-anonymity. The work in [11] discusses an anonymization technique based on identity separation as proposed in [3], similar to Google+ circles.

III. MODEL

In the remaining part of the paper, we consider an online social network $S$, to be described by a graph $G = (V, E)$ whose vertices represent the users $u \in S$ and the edges the undirected connections between users. Each $u$ establishes a set of relationships $R_u \subseteq V$ that contains all users to which $u$ is connected with. Formally, $(u, v) \in E$, or represents a valid connection, if and only if $v \in R_u$.

Further, we present the adversarial capabilities, and then we overview the de-anonymization attack [19] based on comparing OSN graph structures.

A. Threat Model

We consider an adversary $A$ that is interested to listen and profit from users communications, aiming to collect information about a user $u$, including the list of people $u$ is connected to. In addition, other malicious parties, such as other users and third party applications, can collect communication information from the users and collude with the adversary. We assume that while $A$ may profit in eavesdropping, he will not change the communication data as this would result in being detected. Also, we assume that FiM nodes will obey to the protocol, while not tampering with the communication. Thus, we model $A$ to be honest but curious.

We assume that $A$, aiming to de-anonymize a OSN $S$, is able to collude or collect auxiliary information from a different OSN $S'$ that is not anonymized. In addition, it is assumed that a subset of $S'$ exists in $S$. We note that $S'$ could be the case of LinkedIn, where users share part of their profile for professional reasons. To de-anonymize the user, the adversary can use de-anonymization techniques, as in [19], based on the similarity of the graph components in the two colluding OSN.

It is assumed that the profile of users in $S$ has been anonymized with basic methods: the profile itself does not contain any real information about the user. Also, all communication is performed using encryption. We note that this would be, for example, the outcome of the application of OSN privacy solutions as Scramble [1] or VPSN [4].

In this paper, we do not explicitly consider attacks as in [15], where authors assume an adversary can break into user’s accounts. Even though, if FiM is properly implemented, i.e. the information a FiM node needs to act as such are stored and used only in trusted parties as application servers or user’s devices, even running this attack the adversary would not get an easier task to run the de-anonymization.

B. De-Anonymization Attack

Based on our threat model, and consistently with the model presented in [19], the adversary $A$ can break user’s privacy if he can learn whether a certain $u$ is in the network $S$, or if he can match an anonymized node $u \in S$ to a non-anonymized one $u' \in S'$. To perform the attack, $A$ is assumed to have access to a non-anonymized network $S'$ containing a subset of nodes correlated with the anonymized network $S$. To proceed with the attack, $A$ inputs an initial mapping seed that can be done manually, and the non-anonymized dataset $S'$. The initial mapping consists on the adversary knowledge of some nodes match, e.g. $A$ is positively aware that user $u \in S$ maps to $u' \in S'$. According to the node similarity, based on homologous
attributes such as connections, the algorithm outputs the result mapping matching user \( u \in S \) to user \( u' \in S' \).

IV. FRIEND IN THE MIDDLE

In this section, we present our FiM approach and discuss its benefits in terms of privacy. Let \( u \) and \( v \) be arbitrary users of the OSN that aspire to preserve their privacy. In particular, \( u \) and \( v \) want to hide the fact that they have a “friendship” relation, as well as the fact that they might be exchanging messages. In general, a FiM node is a node on the OSN \( S \) that acts as a “mediator” between two users that want to protect their privacy, as \( u \) and \( v \) do. The FiM node is required to be consistently online. We use the following definitions to present our proposal.

Definition 1 (Friend in the middle (FiM)): A node \( x \in S \) is said to be a FiM node for the nodes \( (u, v) \in S \) (s.t. \( x \neq u \wedge x \neq v \)) if \( x \) is connected with both \( u \) and \( v \), and it acts as an intermediary, by forwarding communication between \( u \) and \( v \).

Definition 2 (FiM-connected): Two nodes \( (u, v) \in S \) s.t. \( x \neq u \wedge x \neq v \) are said to be FiM-connected if they are connected via a FiM. Thus, the connection \( (u, v) \) is not present, while there are the links \( (u, x) \) and \( (x, v) \).

In practice, a FiM can be seen as a node that performs a service similar to a proxy. Applying a FiM node \( x \) to the edge \( (u, v) \) representing the connection between users \( u \) and \( v \), both users will use \( x \) to forward all the communication between each other. An example of a network using FiM is depicted in Figure 1, where user \( u \) and user \( v \) are connected using FiM with id \( x \).

![Fig. 1: An example of a FiM network, where non-FiM users (thin circles) are connected among them via FiM nodes (tick circles).](image)

In the following, we first describe the different approaches for using FiM. Then, we discuss some challenges for a possible practical implementation of the FiM approach in real OSNs.

A. Types of FiM

Now we discuss the different FiMs approaches on our model and their benefits to privacy. We start to present the single FiM and then next we expound a multiple hop FiM approach.

1) Single FiM: The first approach is to use a single FiM \( x \) to connect two users \( (u, v) \). Thus, \( x \) acts as a simple mixer by only forwarding encrypted data from \( u \) to \( v \), in a way similar to the one described in [2]. In this way, the OSN provider is kept oblivious of the source and destination nodes link \( (u, v) \), provided that the information about the role of \( x \) and its kept outside the domain of the OSN—in practice this might be the case where those additional information are kept in a (trusted) third party application server, or locally in the computer or a portable device of the user.

2) Multi FiMs: A more privacy friendly approach where \( x \) is not required to be trusted is the multi FiM. The users \( (u, v) \) can be separated by \( n \) FiM hops instead of a single one, described in Definition 3.

Definition 3 (\( n \)-hop FiM): A multiple or \( n \)-hop FiM is a network composed by a list of FiM nodes \( X = \{x_0, ..., x_n\} \in S \) s.t. a connection between two users in the network \( (u, v) \) is made through \( n \) FiM nodes.

For example, if \( n = 3 \) then \( (u, v) \) connection is as follows: \( u \leftrightarrow x \leftrightarrow x' \leftrightarrow x^* \leftrightarrow v \), where \( \leftrightarrow \) indicates two nodes being connected in the OSN, as represented in Figure 1. This way of applying FiM presents a similar functionality as Tor [8]. In fact, this allows a higher degree of anonymity for \( u \) and \( v \) communication with respect to the OSN. The entry FiM just learns that the communication started in \( u \) is forwarded to next node that is also a FiM, the middle just maps the entry and exit FiMs and the exit node just learns that a certain communication ended in node \( v \).

B. Implementation challenges

To be effective, FiM nodes need to work outside of the domain of the adversary. For example, considering Facebook as the OSN, the FiM behaviour can be implemented for a node as a Facebook App, where information about the nodes served by the FiM are stored on an external application server outside the control of Facebook. Similarly, the computation that a FiM needs to do must be done on such external server. We notice that instead of an external server, a possible implementation might also be done in the user’s device that access the OSN. For instance, this might be done via a browser extension running on the user device.

Another practical issue is how two nodes \( (u, v) \) become FiM-connected. An approach is that \( (u, v) \) both agree on the list of FiM nodes involved in the path. In practice, such agreement can be done by both users when they decide (e.g. offline) to have a FiM-connection on the OSN. While agreeing on the full list is the only option for the single FiM scenario, i.e. both \( (u, v) \) knowing the id and role of the FiM nodes, another approach is possible in the Multi FiM scenario. In particular, user \( u \) can choose the full path and disclose to \( v \) only the id of the last FiM node. In both cases the intermediate FiM nodes need to be notified and instructed about their role. Finally, we note that \( v \) might set up and use to communicate with \( u \) a FiM-path which is different from the one established by \( u \) to communicate with \( v \). While we leave this behaviour
out of the evaluation reported in Section V, we expect this to increase users’ link privacy, as the general graph becomes more interconnected.

V. Evaluation

In this section, we present the results of our evaluation via a thorough set of experiments on a real dataset. We start to present the dataset we considered. Then we discuss the experiments, followed by the analysis on the direct effect of FiM-connected nodes have on re-identified nodes. Finally we draw some observations on the obtained results.

A. Considered Dataset

We performed our evaluation analysis based on a social network datasets made available by SNAP\textsuperscript{1}. The initial dataset $S_{\text{init}}$ is composed by Slashdot connections from 2008, while the second dataset $S_{\text{aux}}$ is from 2009. We outline the parameters of both datasets in Table I, where the node identification and its edges are exposed. We considered only the symmetric connections, thus the degree of a node is calculated by the sum of the its connections. Later, we populate the dataset $S_{\text{init}}$ with different variances of FiMs to produce test sets to execute attacks using the de-anonymization algorithm [19] and evaluate it using the dataset $S_{\text{aux}}$ as reference input for the auxiliary information.

<table>
<thead>
<tr>
<th>Network</th>
<th>Nodes</th>
<th>Edges</th>
<th>Av. Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slashdot (2008)</td>
<td>282</td>
<td>905468</td>
<td>90</td>
</tr>
<tr>
<td>Slashdot (2009)</td>
<td>282</td>
<td>948464</td>
<td>88</td>
</tr>
</tbody>
</table>

TABLE I: Datasets Characteristics

B. Experiments

We investigated the impact that the number of nodes using FiM has on the ability of the de-anonymization algorithm to achieve large-scale re-identification. To measure the accuracy of our method, we started by constructing several different graphs $S_{\text{FIM}}$ from the initial dataset $S_{\text{init}}$ by populating with different FiM approaches. This affects directly the topology of the graph, by increasing the average degree, specially on the nodes acting as FiM. After, we run several tests by applying the de-anonymization attack from [19] to evaluate our methods. Such algorithm is required an initial mapping seed and an auxiliary dataset $S' = S_{\text{aux}}$, where certain users are also present. We used the nodes with highest degree to compose the initial seed for the mapping, and a subset of 10k nodes of the de-anonymized version of the initial dataset $S'$ as the auxiliary data, over $S = S_{\text{FIM}}$. We believe, that using the initial version of the network as auxiliary data represents a stronger security assumption as gives the exact nodes of the network.

In order to demonstrate and evaluate our model we divided our evaluation tests in test sets, were we used a total number of 50 nodes in the network to act as a FiM. Later we extended the total number of FiMs to 150. Prior to apply our model, we have also run the algorithm on the dataset $S_{\text{init}}$ with no FiM. The outcome of this experiment was a re-indetification of 98% of the total network. Our test sets are described below.

1) FiM applied to all nodes: For our first experiment we populated the dataset with a FiM for all connections (edges). As it is revealed from the data just a very few nodes were re-identified by the de-anonymization algorithm. During our tests the algorithm identified a total of 0.76% of the nodes. However, 0.75% represents false positives match.

2) FiM applied per node connections: Our second experiment consisted of applying FiM to a percentage of connections per node on the initial dataset $S_{\text{init}}$. Hence, just a percentage of each nodes connections on $S_{\text{FIM}}$ have a FiM acting as intermediary. The results are illustrated in Figure 2.a. It is visible from the figure that the results present a decrease trend, once the number of FiMs per connection is applied. As the outcome presents very low values we used a logarithmic scale to show the variations when applying different FiM approaches. Figure 3.a displays the amount of false positives matched nodes compared to the correctly matched. When applied a single FiM the de-anonymization algorithm matches a maximum of 0.14% of nodes, however, only 0.01% represents a correct mapping. When the hops increase, it also increases the distance from $u$ to $v$. This has negative influence to the matching algorithm. For $n = 2$ the de-anonymization algorithm outcome performs an average of 0.02% matches where half represent false positives. As so, when $n = 3$ the algorithm can correctly re-identify only 0.01% of the nodes, which represents a negligible value. Thus, our results show that when populating the graph with extra nodes and edges to perform a real connection $(u, v)$ disturbs the de-anonymization classifier.

3) FiM applied per network: Subsequently, we created a network $S_{\text{FIM}}$ where we chose a percentage of the total connections of the initial dataset $S_{\text{init}}$ to apply different FiM approaches. This changes the graph topology to the extend of some percentage of connections. An overview of the outcome of our tests is shown in Figure 2.b. The results obtained from applying a single FiM present a different behaviour from the approaches previously described. However, the trend presents a decreasing reaction when increasing the number of edges using FiM. Figure 3.b illustrates the percentage of the total matched nodes, and the ration of positive and false positive matches. By increasing the number of hops it increases anonymity towards the de-anonymization algorithm. Still, this only occurs for high percentage of FiMs in the network or when $n > 2$. Thus, when applied $n = 3$ hop FiM the de-anonymization classifier performance decreases compared to the previous case, re-identifying only 0.01% of the nodes.

4) Increasing the number of FiM: We measured the impact on modifying the number of nodes acting as FiM used in the network. To distinguish if this presents an important parameter, we extended $S_{\text{init}}$ to use a total of 150 FiMs, instead of only 50 FiMs as before. Then, we repeated the experiment from Section V-B2. Figure 4 illustrates the growth of nodes acting as FiM on the network improves link anonymity.

\textsuperscript{1}Standford Network Analysis Project: http://snap.stanford.edu/
C. Re-identified nodes with FiM

Consequently, we analyzed the ratio of the correctly re-identified nodes that have FiM present on their connections. For the experience where FiM nodes were applied to a percentage of each node’s connections (Section V-B2) we noticed that from the correct matched only one node was using FiMs. However, this node symbolizes the node with an extreme higher degree compared with the average of the network. This, represents an unique property which is directly captured by the de-anonymization algorithm. Regarding the experiment discussed on Section V-B3, where just a percentage of the full network connections are FiM-connected, we notice that none of the nodes correctly re-identified were using FiM for the single FiM and \( n = 3 \) hop FiM approach. However, for a \( n = 2 \) hop FiM the 10% of correctly re-identified nodes were FiM-connected. Figure 5 outlines that variation when applied FiM to \( \{10, 30, 50, 70\%\} \) connections on the network.

D. Result Analysis

The outcome of our experiences support our initial predictions, using FiM nodes link privacy is improved. The result of the tests demonstrate a more efficient node anonymization when applied a FiM per connection. In addition, it is revealed...
that by using nodes from the graph to act as FiM nodes (and being those FiM nodes a percentage of the node’s connections), the anonymization presents similar effect. The algorithm outputs false positive matches which represent the map of nodes with similar characteristics. Still, a node can use the same FiM to connect to several others nodes and decrease or keep its degree value constant. It is also possible to use FiM with a percentage of its connections.

Regarding the correctly matched nodes, those are generally not FiM-connected as described in Section V-C and illustrated by Figure 5. In addition, some of those nodes present extreme unique characteristics, like a higher degree value than the average from the network. This finding reveals that the node degree value represents an important attribute for de-anonymization techniques, and when it is much higher than average it becomes an unique property.

VI. CONCLUSION AND FUTURE WORK

In this work, we considered the problem of re-identification of nodes in anonymized OSNs graphs. We addressed this problem by proposing a new approach to make anonymized OSN graphs significantly more resilient against the general de-anonymization model presented in [19]. Our approach uses FiM nodes to interconnect nodes in the OSN graph, avoiding direct connections. We performed a thorough set of experiments on several datasets produced from extensions to a real OSN graph with different FiM approaches. The evaluations confirm the viability of our solution. While without our solution the de-anonymization attack [19] was able to re-identify 98% of the nodes, with our solution the numbers of correctly re-identified nodes decreases to 0.01%—considering the simplest version of the proposal (i.e. single FiM) and with only 10% of the links having FiM nodes.

We note that while we aim to protect connections, our model can be extended to address communication privacy. At the moment it does not provide protection against traffic analysis, meaning that the provider could infer who is communicating. Protection against this kind of attacks is left as a subject of future work, by giving more capabilities to each FiM. Such capabilities include introducing timing when forwarding the message, dummy traffic or message size constant. This can be seen that a FiM would have similar behaviour as tools like Tor [8].

As future work, we plan to validate our results on different social networks (such as Facebook and LinkedIn). Also, we want to implement our FiM approach through a Facebook application, to allow nodes to act as FiM and a third party server to allow those nodes to be online. Also, we want to assess the complexity for the OSN manager to identify nodes acting as FiM nodes, along with an evaluation of the practicality of using short lived FiMs (similar to the short live proxies in [9]).
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